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ABSTRACT

In this paper, we determine whether incomplete videos that are often discarded carry useful information for action recognition, and if so, how one can represent such mixed collection of video data (complete versus incomplete, and labeled versus unlabeled) in a unified manner. We propose a novel framework to handle incomplete videos in action classification, and make three main contributions: (1) We cast the action classification problem for a mixture of complete and incomplete data as a semi-supervised learning problem of labeled and unlabeled data. (2) We introduce a two-step approach to convert the input mixed data into a uniform compact representation. (3) Exhaustively scrutinizing 280 configurations, we experimentally show on our two created benchmarks that, even the videos are extremely sparse and incomplete, it is still possible to recover useful information from them, and classify unknown actions by a graph based semi-supervised learning framework.

Index Terms— Action classification, sparse video, tensor decomposition, semi-supervised learning

1. INTRODUCTION

For action recognition, many approaches have been proposed and high recognition rates have been reported for various datasets in the literature. However, we noticed that many existing methods lack some level of realism, in the sense that they include only video data that are complete, i.e. have no missing parts, occlusions, or noise, and are densely sampled. In a world inundated with videos (e.g. Youtube), vast majority of data may be one way or another subject to some level of incompleteness (as defined shortly). The purpose of this paper is thus to determine to what extent incomplete data are useful and carry helpful information for action recognition.

For clarity, we use the word “complete” throughout this paper to refer to raw, uncontaminated, occlusion-free, or densely sampled video, and “incomplete” to refer to video that is contaminated, corrupted, occluded, sparsely sampled, or simply missing data (pixels or blocks). We observe that most existing recognition methods require action data to be complete and they would fail to achieve the same recognition performance if the video is incomplete. For instance, methods based on the spatiotemporal descriptors, such as the space time interest point (STIP) descriptor [1][2], the HOG3D descriptor [3], and the bag-of-words based approach [4], etc., would fail to detect sufficient features under high degree of missing data (e.g. when using a compressive sensing device). Some approaches have also been proposed to handle occlusions in tracking or detection [5][6][7], but they may still fail under severe occlusions.

Researchers prefer complete and clean video data rather than incomplete or corrupted data due to mere convenience. As a result, it is conceivable to assume that potentially useful information is lost when we discard incomplete data in a dataset. This leads to two important questions our study aims to answer: (1) Is it always wise to simply discard incomplete video just because they are incomplete? (2) Is it possible to make full use of incomplete data in action classification?

To study these two questions, we propose a framework including four steps. The first is the mixing of incomplete and complete videos. To generate a large amount of incomplete videos, we sparsely sample the complete videos under various sparsity settings. Secondly, we regard an incomplete video as a three-way incomplete tensor, and recover incomplete videos by a solid tensor completion algorithm. Thirdly, we build lower dimensional representation using a rank one tensor decomposition algorithm. Finally, we apply graph based semi-supervised learning for action classification. Our experiments show that the proposed framework is very effective, and to our best knowledge, is the first attempt to address this challenging problem in the literature.

2. SPARSE VIDEO RECOVERY

2.1. Incompleteness

We first summarize 3 types of incomplete video. (1) The first type is closely related to the sparseness and randomness in compressive sensing [8, 9, 10, 11, 12, 13, 14]. In sparsely sampled video, a number of pixels in random locations would be missing. As compressive sensing is becoming popular, it is likely that more and more sparsely sampled videos will be generated. (2) The second type is caused by partial occlusion lasting throughout all frames. The work in [7] explored this type by artificially placing occluders on some predefined parts in the human body. This method however needs to
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calculate the overlapping amount with the occluding object, and complex local partitioning and hierarchical classification is required to ensure robustness. (3) The third type is the partial occlusion with short duration. This behaves like spatiotemporal “holes” and is directly related to the video completion problem, which is the process of filling in missing pixels or replacing undesirable pixels [15].

The first type is closely related to compressive sensing. The last two are special cases of the first. Since the second and the third type are well studied in inpainting and video completion, we concentrate on the first throughout this paper.

2.2. Recovery procedure

Regarding the sparse video \( V \) under sparse sampling mask \( \mathcal{W} \) as an incomplete tensor \( X \), the sparse video recovery is equivalent to sparse tensor completion. Let \( V \in \mathbb{R}^{I \times J \times T} \) be an incomplete video in gray scale, and \( T \) is the frame number. Let \( W \in \mathbb{R}^{I \times J \times T} \) be a sparse weight tensor represent \( V \)'s missing entries. \( W \) acts as a binary mask filtering out certain portion of \( V \). To specify video sparsity, we follow the approach in [16]. Let \( X \) be a three-way tensor of size \( I \times J \times K \) with rank \( R \). For the missing entries in the sparse tensor, tensor recovery can be defined as minimizing the error function:

\[
f_W(A, B, C) = \sum_{i=1}^{I} \sum_{j=1}^{J} \sum_{k=1}^{K} (w_{ijk} (x_{ijk} - \sum_{r=1}^{R} a_{ir} b_{jr} c_{kr}))^2,
\]

where \( x_{ijk} = \sum_{r=1}^{R} a_{ir} b_{jr} c_{kr} \) for all \( i \in [1, I], j \in [1, J], \) and \( k \in [1, K] \). The factor matrices \( A, B, \) and \( C \) are of size \( I \times R, J \times R, \) and \( K \times R, \) respectively. It leads to a weighted least square Canonical Polyadic (CP) decomposition problem [16], which is a generalization of the SVD to tensors [16] in multilinear algebra. \( W \) is a nonnegative weight sparse tensor defined as \( w_{ijk} = 1 \) if \( x_{ijk} \) is known, and \( w_{ijk} = 0 \) if \( x_{ijk} \) is missing, and is of the same dimension as \( X \). The objective function can further be generalized as:

\[
f_W(A^{(1)}, A^{(2)}, A^{(3)}) = \| W \ast (X - (A^{(1)}, A^{(2)}, A^{(3)})) \|^2,
\]

where the \((A^{(1)}, A^{(2)}, A^{(3)})\) defines a \( I_1 \times I_2 \times I_3 \) tensor whose elements are given by:

\[
(A^{(1)}, A^{(2)}, A^{(3)})_{i_1 i_2 i_3} = \sum_{r=1}^{R} a_{i_1 r} a_{i_2 r} a_{i_3 r}.
\]

Let \( Y = \mathcal{W} \ast X \) and \( Z = \mathcal{W} \ast (A^{(1)}, A^{(2)}, A^{(3)}) \), the gradient of the objective function can be computed by the partial derivatives of \( f_W \) with respect to each element of the factor matrices, namely

\[
\frac{\partial f_W}{\partial A^{(n)}_i} = 2(\mathcal{W}(n) - Y(n))A^{(-n)}_i,
\]

where \( A^{(-n)} = A^{(1)} \odot A^{(2)} \odot A^{(3)} \) for \( n = 1, 2, 3 \) and \( \odot \) is the Khatri-Rao product. The optimal factor matrices can then be computed iteratively using the gradient descent method.

To recover an incomplete video, we need to consider three critical parameters. The first one is the sparsity of \( \mathcal{W} \). It can be denoted by the percentage of missing entries. The smaller the percentage, the less sparse the \( \mathcal{W} \) will be. Meanwhile, the larger the percentage, the more costly to recover the incomplete video. The second is the randomness of \( \mathcal{W} \). The sparse element locations are generated from a standard normal distribution with small perturbation noises. The third is the rank of \( \mathcal{V} \), which is defined as the smallest number of rank-1 tensors that generate \( \mathcal{V} \) as their sum [17].

Fig. 1 illustrates the frames from the recovered actions in KTH dataset under a fix rank \( R = 16 \). We set different occlusion percentages ranging from 1% to 90%. We observe that the frames can be nicely recovered if the occlusion percentage is under 80%. Severe occlusion occurs above this percentage, making the recovered frames full of noise, or even meaningless (see the 9th row in Fig. 1). This is because the original video structure is heavily corrupted, and the recovery algorithm fails to factorize its factor matrices. Note that, although under 1% occlusion, the recovered frames in the 3rd row look as blurred as the 5th row, this stems from the nature of the recovery procedure, which is not intended to generate element-wise (pixel-wise) recovery.

3. COMPACT REPRESENTATIONS

After incomplete video recovery, we are facing two issues: (1) The three-way tensor is highly costly to be directly used in classification due to high dimensionality. (2) It is hard to extract dominant features due to heavy contamination.

To overcome both issues, we extend the rank-1 tensor decomposition method proposed in [18] to generate the low-dimensional compact representations. The outputs are one scalar value and three compact one-dimensional vectors, which discriminate represent the decomposed video. In the context of [18], the tensors degenerate to symmetric tensor due to frame symmetry. In our scenario, however, we handle...
Algorithm 1: Tensor rank-1 decomposition

\begin{algorithm}
\textbf{input:} A 3-order tensor $A \in \mathbb{R}^{I \times J \times K}$, and an iteration termination threshold $\epsilon$
\textbf{output:} Three vectors $\alpha$, $\beta$, and $\gamma$ that minimize $||A - \lambda \alpha \circ \beta \circ \gamma||_2$, where $\alpha \in \mathbb{R}^{I \times 1}$, $\beta \in \mathbb{R}^{J \times 1}$, $\gamma \in \mathbb{R}^{K \times 1}$, and $||\alpha||_2 = ||\beta||_2 = ||\gamma||_2 = 1$

\text{Initialize } \alpha^{(0)}, \beta^{(0)}, \text{ and } \gamma^{(0)};
\text{while } ||A - \lambda^{(t)}(\alpha^{(t)} \circ \beta^{(t)} \circ \gamma^{(t)})||_2 \geq \epsilon \text{ do}
\hspace{1em} \alpha^{(t+1)} = A \overline{\times}_2 \beta^{(t)} \overline{\times}_3 \gamma^{(t)};
\hspace{1em} \beta^{(t+1)} = A \overline{\times}_1 \alpha^{(t)} \overline{\times}_3 \gamma^{(t)};
\hspace{1em} \gamma^{(t+1)} = A \overline{\times}_1 \alpha^{(t+1)} \overline{\times}_2 \beta^{(t+1)};
\hspace{1em} \text{end}
\end{algorithm}

Fig. 2. The constructed k-NN ($k = 5$) sparse weighted graph after manifold denoising for the KTH dataset. For a total of 100 videos, there are two classes involved: 49 \textit{running} actions (Red) and 51 \textit{handwaving} actions (Blue). All circle dots denote complete videos, and all square dots denote sparse incomplete videos. The percentage of sparse unlabeled videos, from left to right, are 30\%, 50\%, 70\%, and 90\%, respectively. (Zoom in for better view)

instead the general asymmetric tensors due the randomness and sparseness of the weight tensor $W$.

Starting with random initial values for $\alpha$, $\beta$, and $\gamma$, the algorithm alternately updates one variable while fixing the other two and iteratively achieves the optimal decomposition. By Algorithm 1, we transform any 3D tensor $A$ into three compact vectors $\alpha$, $\beta$, and $\gamma$, such that $||A - \alpha \circ \beta \circ \gamma||_2$ is less than a predefined sufficiently small threshold value $\epsilon$, and that $||\alpha||_2 = ||\beta||_2 = ||\gamma||_2 = 1$. We linearly concatenate those three vectors to form a single feature vector $f$ such that $f \in \mathbb{R}^{(I+K+J)x1}$. Therefore, the dimensionality of the feature vector is now reduced from $I \times K \times J$ to $I + K + J$. The details can be referred in [18].

4. CLASSIFICATION

We make three assumptions before classification: (1) There are many sparse videos available. (2) It might be expensive or impractical to label the sparse videos due to heavy occlusions. (3) Complete videos are labeled, whereas sparse ones are unlabeled. The reasons for those three are straightforward. On the one hand, the essence of our framework lies in the conjecture that using unlabeled incomplete videos would be helpful for classification. We believe that it might be hard to directly use sparse videos in classification if the occluders are dense, but their recovered versions could make this possible.

On the other hand, the semi-supervised learning (SSL) uses readily available unlabeled data to improve classification rate given labeled data is scarce or limited. If sparse videos dominate the dataset and they happen to be unlabeled, the SSL will be our best choice.

The first key component in our SSL is to build a sparse weighted graph out of video data. Graph based models are ideally suited to represent data based on pairwise information such as similarities, distances, and relations [19]. Practically, instead of a fully connected dense graph, we prefer sparse graphs such as the k-NN graph and the $\epsilon$-NN graph for video graph construction. We use the Gaussian kernel similarity function to measure the similarity between graph nodes, i.e., $s(x,y) = \exp(-||x - y||^2/(2\sigma^2))$. Fig.2 show the constructed k-NN graphs for KTH dataset. Since many graph-based methods can be viewed as estimating a function $f$ on the graph [19][20], we then follow the method in [20] and adopt transductive learning via regularized least squares to predict labels on the unlabeled videos.

5. EXPERIMENTS

To fully characterize how the incomplete videos affect the classification stage, we extensively evaluate a total of 280 possible parameter combinations. Here we emphasize that, we exhaustively examine all the 280 cases, primarily because we want to spot the true underlying factors behind our challenging classification-with-incomplete-data scenario.

However, to our best knowledge, there is no existing “incomplete video dataset” available for benchmark purpose, we thus create two special benchmarks from the KTH and the UCF Sports dataset. To decide how the SSL method behaves under different sparsity settings, we chose 2 action classes from the KTH dataset (running and handwaving). A total of 100 videos belong to these two actions, of which there are 49 running actions and 51 handwaving actions. The second benchmark stems from the UCF Sports dataset, in which a total of 40 actions are considered, 20 walkingfront actions and 20 benchswing actions. Our benchmarks are distinct from conventional ones because the many different sparsity and rank settings were generated from these videos.

5.1. 280 parameter combinations

Let $n$ be its total video number for each benchmark. We randomly selected $n_u$ out of $n$ and regarded them as labeled complete observations, while for the rest $n_o = n - n_u$ videos, we generated sparse videos under various settings, and considered them as unlabeled observations. The sparsity and randomness of $n_u$ videos were specified by tensor rank $R = \{4, 8, 12, 16\}$ and sparseness percentages $P = \{1\%, 20\%, 30\%, 40\%, 60\%, 80\%, 90\%\}$. The combination of both parameters yielded a total of $4 \times 7 = 28$ settings for each video, both in the complete and the sparse set.

For each of the $n_u$ sparse videos, following the steps in Section 2, we recover its complete version under all 28 settings. Each recovered video yields a three-dimensional
### Table 1. The classification error rates of our two benchmarks. The first and second table illustrate the error rates (%) for benchmarks stemming from KTH and UCF Sports, respectively. We extensively scrutinize 280 possible parameter combinations for our classification-with-incomplete-data scenario. Note that “r8” means the evaluation is under rank “R=8”.

<table>
<thead>
<tr>
<th>Q</th>
<th>P=10%</th>
<th>P=30%</th>
<th>P=50%</th>
<th>P=70%</th>
<th>P=90%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q=10%</td>
<td>18.0</td>
<td>30.1</td>
<td>22.0</td>
<td>12.0</td>
<td>7.0</td>
</tr>
<tr>
<td>Q=30%</td>
<td>18.0</td>
<td>30.1</td>
<td>22.0</td>
<td>12.0</td>
<td>7.0</td>
</tr>
<tr>
<td>Q=50%</td>
<td>18.0</td>
<td>30.1</td>
<td>22.0</td>
<td>12.0</td>
<td>7.0</td>
</tr>
<tr>
<td>Q=70%</td>
<td>18.0</td>
<td>30.1</td>
<td>22.0</td>
<td>12.0</td>
<td>7.0</td>
</tr>
<tr>
<td>Q=90%</td>
<td>18.0</td>
<td>30.1</td>
<td>22.0</td>
<td>12.0</td>
<td>7.0</td>
</tr>
</tbody>
</table>

Another critical parameter $Q = \{10\%, 30\%, 50\%, 70\%, 90\%\}$ was also configured throughout our experiments to denote the percentage of the $n_o$ sparse videos out of all videos, namely, $Q = n_o/(n_o + n_e)$. $Q$ was very necessary in SSL learning, since practically, we cannot know in advance how many sparse videos should be used for better classification. Under each setting, we chose $n_o = Q \times n$ sparse videos randomly rather than deterministically (Fig.2).

To build the sparse weighted graph, we chose between the $k$-NN and the $\epsilon$-NN graph. Note that as we increase the $k$ or $\epsilon$, the number of edges increase accordingly (Fig.2). Practically, we fixed $k = 5$ and $\epsilon = 0.3$ throughout our experiments. If under a certain setting the classification rate is larger for the $k$-NN graph structure than for the $\epsilon$-NN structure, then we chose $k$-NN graph, and vice versa.

5.2. Results and discussions

There were totally 28 sparsity settings for each sparse video. If we take into consideration the 5 percentage ratios given by $Q$ and the 2 graph structures in SSL framework, there will be totally $28 \times 5 \times 2 = 280$ experimental configurations for each benchmark. Note that every single configuration was involved with randomness: the sparsity itself was random, the selection of whether a video should be considered as sparse video was also made random. We thus performed classification on every single configuration for 20 times (10 for $k$-NN graph, the other 10 for $\epsilon$-NN graph). We computed the average classification rate for each structure, and chose the larger value between these two. The classification rate comparisons for KTH and UCF Sports is shown in Table 1.

How does rank value affect error rates? The rank $R$ is the primary factor that affects the incomplete video recovery. The gradient descent method benefits from a larger rank value, and hence increases recovery precision. Experimentally, we observed in most cases that larger rank does help reduce classification error rate (a.k.a, boosting classification rates). Also, it is worth noting that in Fig.1, we use fixed rank value $R = 16$, which makes the recovered frames more authentic than other ranks smaller than 16. Note that larger ranks also introduces higher computational burden.

How does the “incompleteness” affect error rates? We studied a whole range of possible occlusion percentages $P$ (Table 1), and observed that as $P$ increases, the classification error rates follow an overall subtle (but not monotonic) increasing pattern. Due to randomness, lower $Q$ in some cases (e.g., 60% and 80% for UCF sports) leads to higher error rates. But the overall trend can be readily perceived. Firstly, under heavy occlusion ($P \geq 90\%$), a large portion of video pixels is missing and video’s structure is heavily corrupted. The recovered incomplete videos no longer contribute positively to the classification rates that are slightly better than random binary selection (i.e. 50% probability). Secondly, within the range 1% ~ 80%, the incomplete videos are under either mild or large occlusions. By properly combining occlusion percentage $P$ and unlabeled data ratio $Q$, their classification rates can be acceptable, or even very high. To sum up, incomplete videos, once properly recovered, indeed show merits in action classification. Especially, in the cases where only few complete videos are available, it is feasible (or even necessary) to include available incomplete videos, rather than simply ignore or discard them.

6. CONCLUSIONS

In this paper, we study to what extent sparse unlabeled data can affect the action classification problem, and we propose a unified framework for handling the sparsity problem. We experimented with an exhaustive set of possible situations, and recover the complete version of the sparse videos by a CP-based decomposition algorithm. Then, with the help of a semi-supervised learning, we demonstrate the possibility of classifying actions under high or even severe sparsity. Our test results on two benchmarks show that it is feasible to include incomplete videos rather than simply discarding them. We plan to create benchmarks from other challenging datasets to better scrutinize this problem that has a direct application in the popular area of compressive sensing.
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